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ABSTRACT: The existence of significant cross-polar antenna patterns, as well as the scan-dependent measurement
biases, inherent to the polarimetric phased array radar (PPAR), are among the most important risk factors for using this
technology in weather observations. The cross-polar patterns on receive induce cross coupling between returns from the
two orthogonal fields causing biases in polarimetric variable estimates. Furthermore, the electromagnetic coupling in hard-
ware may exacerbate the cross-coupling effects. To address this problem, a pulse-to-pulse phase coding in either the
horizontal or vertical ports of the transmission elements has been proposed. However, it does not affect the scan-dependent
system biases in PPAR estimates, which require corrections via calibration mechanisms. Further, the cross-coupling signals
are proportional to the cross-polar pattern power levels, rendering mitigation effective only at steering angles where these
levels are sufficiently low (e.g., approximately less than 225 dB). In that regard, any approach that augments the number of
such steering angles benefits the cross-coupling mitigation effectiveness. Herein, a simple approach that has a potential to
achieve this via antenna tilt is presented.

SIGNIFICANCE STATEMENT: The issue of biases caused by cross coupling (due to significant cross-polar patterns
in PPARs) is one of the biggest challenges for their weather observation applications. Numerous approaches have been
proposed to address this issue, but none has been comprehensive. This suggests that the solution to the cross-coupling
issue should be a combination of various mitigation approaches. In that regard, it is suggested in this work that a small
antenna tilt can aid in the mitigation of the cross-coupling issue.
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1. Introduction

One of the main requirements for the improvement of
weather observations using ground-based Doppler radars in
the United States is high-temporal-resolution data [e.g., on
the order of ;1 min as opposed to the ;5 min currently pro-
vided by the Weather Surveillance Radar-1988 Doppler
(WSR-88D) network] (Crum and Alberty 1993). The phased
array radar (PAR) technology supports more flexible scan-
ning strategies than radars with mechanically steered anten-
nas and is expected to ultimately reduce data update times
(Zrnić et al. 2007; Heinselman and Torres 2011; Torres et al.
2016; Weber 2019). Thus, one option for the development of
improved weather surveillance systems is the adoption of
PAR technology for weather applications (Zrnić et al. 2007;
Weber et al. 2021). Concurrently, the dual-polarization capa-
bility (Zrnić and Ryzhkov 1999) has become standard for par-
abolic-antenna radars used for weather observations and is
one of the essential requirements for the future weather radar
network. In turn, this requirement imposes the need for a strict
calibration of a polarimetric PAR (PPAR) to achieve mea-
surement accuracies of well-calibrated parabolic-antenna-
based weather radar.

The weather-derived products which drive the requirements
for the accuracy of polarimetric measurements are differential
reflectivity (ZDR), copolar correlation coefficient (|rhv|), and

specific differential phase (KDP) (Doviak and Zrnić 1993; Bringi
and Chandrasekar 2001); ZDR is defined as the logarithm of
the horizontal (H) to vertical (V) returned powers ratio, rhv is
the correlation coefficient between H and V returns, and KDP

is the derivative of the differential phase (fDP) with respect to
range, where fDP is the phase difference between the returns in
H and V (Doviak and Zrnić 1993) at a given scanning direction
and range. To conduct precise measurements of polarimetric
variables, the radar should transmit linearly polarized H and V
fields through beams well-matched in gain and shape at every
scanning direction. On reception, the gains, as well as shapes of
H and V antenna radiation patterns, must also be well matched
with ideally no cross coupling between the two orthogonal po-
larization channels. Such characteristics are difficult to achieve
because polarization, shape, and gain of radiation patterns in
current phased-array antennas inherently depend on the beam-
pointing direction (i.e., electronic steering angle). As an exam-
ple, arrays of patch antenna elements (common because of their
low cost and relative manufacturing ease) produce orthogonal
H and V fields only in the principal planes of the array, whereas
the radiated fields increasingly depart from their intended ori-
entations in other directions. This results in the rising levels of
cross-polar patterns on transmit and receive as beams are elec-
tronically steered away from principal planes. Furthermore, due
to the proximity of hardware in a PPAR, inductive and/or ca-
pacitive coupling can cause leakage of the energy present in the
H channel into the V channel, and vice versa (herein referred
to as the hardware cross coupling). The presence of these ef-
fects induces cross coupling of the H and V returns causingCorresponding author: Igor R. Ivić, igor.ivic@noaa.gov
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significant biases (i.e., cross-coupling biases) in the estimates of
polarimetric variables (Wang and Chandrasekar 2006; Zrnić
et al. 2010).

To achieve an accurate estimation of rainfall rates, it is rec-
ommended that the bias of ZDR estimates (i.e., ẐDR, where
the caret denotes the estimate) is kept within 60.1 dB for
intrinsic (i.e., true) ZDR between 0 and 1 dB and less than
0.1 3 ZDR for larger ZDR values (Zrnić et al. 2010). This im-
poses a strict requirement of more than 50 dB of isolation be-
tween the H and V signals in the antenna hardware (Zrnić
et al. 2012; Ivić and Doviak 2016; Ivić 2022). It should be
noted that keeping the bias of ZDR estimates within 60.1 dB
is exceptionally difficult to achieve even in radars with para-
bolic antennas (e.g., on the WSR-88D network; Richardson
et al. 2017), and for this reason the bias accuracy within
60.2 dB for ZDR less than 1 dB (and up to 0.2 3 ZDR for
larger ZDR values) seems more feasible at this time. In the
case of |rhv| estimates (|r̂hv|), a bias within 60.01 is deemed
sufficient for “sensing the mixed-phase precipitation and
gauging the hail size quantitatively” (Balakrishnan and Zrnić
1990). NOAA/NWS radar functional requirements (RFR;
NOAA/NWS 2015), however, set the bias limits for |rhv| esti-
mates to an even more stringent value of 60.006. For f̂DP,
NOAA/NWS RFR bias limit requirements are618.

Multiple approaches to address the cross-coupling issue
have been proposed. These range from cylindrical antenna
configurations or cylindrical PPAR (CPPAR) (Zhang et al.
2011; Josefsson and Persson 2006; Karimkashi and Zhang
2015; Fulton et al. 2017) whereby beams are typically always
scanned along the vertical principal plane, to those that miti-
gate the cross coupling in planar antennas (Crain and Staiman
2007; Galletti et al. 2014; Leifer et al. 2013; Zrnić et al. 2014;
Pidre et al. 2017). These are summarized in Ivić and Doviak
(2016). In the case of a planar PPAR antenna, a maximum
range of steering angles used in a configuration affects the
cross-coupling mitigation requirements. For instance, a four-
faced PPAR where each face electronically scans a 908 sector
presents the most challenge. This is because the cross-coupling
increases radically as electronic steering considerably departs
from the principal planes. If a single-face rotating PPAR is
used (Schvartzman 2020), the scanning directions would be
typically constrained to the vicinity of principal planes where
the cross coupling is usually small. In such a case, however,
“multiple digitally formed receive beams, complemented by
adaptive scanning and dwell-time reduction where appropriate
would be required” (Weber 2019; Schvartzman et al. 2021b,a,
2022). It should be noted, though, that scanning a 908 sector
with stationary antenna may be a requirement even with a
single-face rotating PPAR in particular situations. These may
include, but are not limited to, a rapid scanning of a 908 sector
that is of particular interest using range–height indicator
(RHI) or plan position indicator (PPI) scanning strategies.

In addition to cross coupling, the variable (with beam steer-
ing angle) array impedances, as well as differences in the gains
and shapes between H and V copolar patterns, may cause var-
iable system ZDR and fDP biases at every boresight direction.
The aforementioned approaches do not correct this bias (i.e.,
the copolar bias), so it must be accounted for using a separate

calibration mechanism to produce correction values that can
be used in the signal processing stage (Ivić et al. 2021). Such a
mechanism must characterize copolar antenna patterns at and
around main beam peaks with sufficient accuracy. It also re-
quires calibration measurements at potentially regular time
intervals to account for possible system variabilities. Unless
cross-coupling mitigations and copolar calibration corrections
are successfully applied, these effects have a profound adverse
impact on the quality of polarimetric measurements needed
to identify different types of hydrometeors and estimate pre-
cipitation rates accurately.

Dual polarization can be implemented by either alternately
or simultaneously exciting the H and V ports of the antenna
while receiving H and V echoes simultaneously. The first im-
plementation is known as the alternating transmit simulta-
neous receive (ATSR) and the second as the simultaneous
transmit simultaneous receive (STSR) (Doviak et al. 2000).
Because the WSR-88Ds use the latter (Doviak et al. 2000;
Melnikov and Zrnić 2015), the STSR mode is the preferred
mode of operation for PPAR systems aiming to replace the
current WSR-88Ds (whereby the STSR mode has been cho-
sen for implementation on the WSR-88D fleet because of ad-
vantages in reducing errors of estimates while mitigating the
effects of range–velocity ambiguities; Melnikov and Zrnić 2015).
This would allow the current WSR-88D algorithms, developed
for the STSRmode [e.g., range and velocity ambiguity mitigation
techniques (Sirmans et al. 1976; Zrnić and Mahapatra 1985;
Sachidananda and Zrnić 1999), as well as frequency clutter filter-
ing using GMAP (Siggia and Passarelli 2004) or CLEAN-AP
(Torres and Warde 2014) filters], to be used by the PPARs.
However, this further complicates polarimetric observations via
PPAR because the STSR mode is more susceptible to the effects
of cross coupling than the ATSRmode (Zrnić et al. 2012).

Stagliano and Holder (2010) proposed the use of orthogo-
nal phase codes on transmit (without recommending the spe-
cific code sequence) to improve the cross-polar isolation in
the STSR mode (thus mitigating ZDR bias caused by cross
coupling). Subsequently, Leifer et al. (2013) suggested the use
of orthogonal Walsh–Hadamard phase codes [also proposed
in Chandrasekar and Bharadwaj (2009) for simultaneous co-
and cross-polarization measurements in the STSR mode] on
the transmitted H and V polarized pulse trains (i.e., pulse-
to-pulse phase coding). Around the same time, the use of the
alternating pulse-to-pulse 1808 phase shifts (a subset of the
Walsh–Hadamard codes) was proposed by Zrnić et al. (2014)
without presenting a comprehensive statistical evaluation
in terms of bias and the standard deviation. The latter was
given in Ivić and Doviak (2016), while the effects on Doppler
spectra are described in Ivić (2018b). An experimental demon-
stration and evaluation of the technique is presented in Ivić
(2022). This mode is referred to as the phase-coded STSR
(PCSTSR) mode. Assuming the presence of a unimodal weather
signal, the cited works demonstrate the significant mitigation of
ẐDR bias introduced by cross-polar patterns using time-domain
signal processing (i.e., pulse-pair processing; Doviak and Zrnić
1993). This greatly increases the scan areawhere the effects of cross
coupling can be neglected and only the copolar bias must be cor-
rected. In the best case, this method may reduce the cross-coupling
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biases of ZDR and fDP estimates to those obtained in the ATSR
mode. In the case of |r̂hv|, however, it was found that the applica-
tion of phase coding induces negative bias in the estimates of |rhv|
(Ivić 2017), but it can be mitigated via filtering in spectral domain
(Ivić 2022). In summary, the strong cross-polar patterns will likely
produce biases beyond the required limits at boresight locations far
away fromprincipal planes (as indicated in Ivić 2017).

In addition to the pulse-to-pulse phase coding, another ap-
proach has been proposed by Zrnić et al. (2014) for mitigation
of the cross-coupling effects. It is based on time multiplexing
approach, whereby the V transmitter port is energized imme-
diately after the H port or vice versa. This results in transmit-
ted H and V pulses that are shifted by one pulse width
relative to each other. Further investigation of this approach
(Ivić 2016) indicates that the efficacy of this approach is di-
minished by reflectivity gradients in range and antenna gain
mismatches. This designates pulse-to-pulse phase coding as
the preferable option for cross-coupling mitigation.

For boresight locations where the cross-coupling mitigation
in the PCSTSR mode is insufficient, a full correction may be
applied using the knowledge of both the copolar and cross-
polar patterns. Assuming the reciprocal radar antenna system
(i.e., transmit and receive patterns are the same), such correc-
tions are formulated in Zhang et al. (2009) and Zrnić et al.
(2011), where each PPAR radiation element is treated as a
pair of crossed Hertzian dipoles or idealized aperture as well
as a patch in Lei at al. (2013). However, the reciprocity
assumption is usually not valid for PPARs, which use active
components (e.g., T/R modules). Also, real radiators are
likely to behave differently than idealized ones (e.g., due to
the mutual coupling among them as well as manufacturing im-
perfections). In Pang et al. (2016) and Fulton and Chappell
(2010), bias corrections that make no assumptions about the
radiating element are presented. The correction in the ATSR
mode is proposed by Pang et al. (2016) and uses the knowl-
edge of beam peaks (i.e., beam pattern values at boresight). A
correction method applicable in the STSR mode is described
in Fulton and Chappell (2010) along with experimental evalu-
ation. It is demonstrated using a vertically polarized S-band
subarray panel with 16 elements and element-level digitiza-
tion on both transmit and receive. Corrections proposed in
Pang et al. (2016) as well as Fulton and Chappell (2010) re-
quire separate manipulation of powers and phases of trans-
mitter excitations (which must be performed in hardware) as
well as computational manipulation of receive signals (which
can be performed in hardware or software). An approach to a
full correction that avoids hardware manipulations and can be
implemented solely in the signal processing, but requires char-
acterization of co- and cross-polar fields as in Pang et al. (2016)
and Fulton and Chappell (2010), is proposed in Ivić (2018b).

It is clear that the estimates of polarimetric variables from
PPAR data must be corrected using the knowledge of co- and
cross-polar pattern main beams to achieve acceptable accura-
cies. Such knowledge may be acquired via sufficiently precise
far-field and/or near-field measurements. Also, the use of
computational electromagnetic (CEM) tools may be useful
for exploring the behaviors of passive components (e.g., patch
radiators) used in the construction of antenna hardware. At

the current state of technology, however, it is unlikely that
CEM can capture the effects of active components in the an-
tenna backplane (e.g., T/R elements) which affect antenna
patterns. Nevertheless, as PPAR technology improves the gap
between CEM results and real PPAR behaviors may diminish
and in that regard the limits of CEM have not yet been fully
explored. If the cross-coupling biases are well below the pre-
scribed limits, only the copolar bias needs to be corrected us-
ing the knowledge of copolar patterns at boresight locations
of interest. In planar PPAR this may be the case only for a
subset of boresight locations of interest. If a CPPAR configu-
ration is used, the correction of copolar biases would be
needed only for boresight locations in the vertical principal
plane (Karimkashi and Zhang 2015; Fulton et al. 2017).
It should be noted, though, that if significant hardware cou-
pling is present, it increases cross coupling at all boresight
locations (including principal planes). In that regard. the use
of PCSTSR mode mitigates the effects of cross coupling in
general (i.e., the cross coupling through both the antenna pat-
terns and hardware) and increases the scan area where only
the correction of copolar bias is needed to achieve the re-
quired accuracy. Such an approach is desirable because it cir-
cumvents the need to characterize the cross-polar patterns, at
and around boresight, which are more difficult to measure
with high accuracy than the copolar ones (since they are
smaller in power). In that regard, it is beneficial to increase the
number of boresight directions at which only correction for co-
polar bias is needed. Herein, the effects of the antenna tilt are
examined to explore if these effects can be used to improve
the overall polarimetric performance of a planar PPAR.

These effects have been studied by Orzel and Frasier
(2018) in the case of an azimuth scanning array that must be
mechanically tilted to scan in elevation. In this context, they
based the derivation of polarization orientation dependence
on the tilt and electronic scan angle on a pair of crossed di-
poles. Real array radiator elements, however, typically exhibit
the behavior that significantly departs from that of a pair of
crossed dipoles. In that regard, an approach presented in this
work makes no assumptions on the antenna pattern behavior
but rather utilizes the prior knowledge of the antenna copolar
and cross-polar patterns (e.g., from measurements or simula-
tions). For this reason, a tilt matrix that maps the known radia-
tion patterns relative to the antenna face plane to ground
relative radiation is derived. It is used to compute the resultant
tilted antenna copolar and cross-polar radiation, which impinges
on hydrometeors, as well as to determine the received copolar
and cross-polar radiation scattered back to the radar.

The paper is structured as follows. A theoretical analysis is
presented in section 2 to provide an insight into the underlying
framework used to produce the results described in section 3.
Note that the framework described in section 2 relies on previ-
ous works as indicated in the text. The main conclusions of the
paper are summarized in section 4.

2. Theoretical analysis

The analysis conducted herein assumes hydrometeors are
oblate spheroids with a net mean canting angle close to zero
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(Oguchi 1983). In such a case the effects of depolarization in-
duced by hydrometeors are negligible because the sum of the
backscattering matrix (Stapor and Pratt 1984) off-diagonal
elements (i.e., shv and svh) across scatterers illuminated by the
antenna radiation pattern within the range resolution cell is
close to zero [i.e.,∑nsvh(n)5 ∑nsvh(n)’ 0]. Consequently, a
generalization is introduced so that off-diagonal elements in
the backscattering matrix of each scatterer are set to zero for
analysis purposes. This reflects the fact that the only depolari-
zation is that induced by the system when hydrometeors
whose net mean canting angle is zero (i.e., nondepolarizing
scatterers) are observed, (i.e., shv 5 svh ’ 0; Oguchi 1983;
Stapor and Pratt 1984; Sachidananda and Zrnić 1985). The
zero net mean canting angle assumption is valid for the major-
ity of hydrometeors (e.g., rain) but not for all (Ryzhkov and
Zrnić 2007; Illingworth and Thompson 2011). Nonetheless,
the zero mean canting angle assumption is valid herein be-
cause this work aims to mitigate the adverse effects of the sys-
tem depolarization, while the effects of depolarizing media
are beyond the scope of this work.

Herein, a theoretical model using a subvolume approach,
presented in Ivić and Doviak (2016), is assumed. In this model,
signals received in H and V are viewed as the sums of differen-
tial voltages that describe returns from a large number of scat-
terers contained in subvolumes bound by the resolution of the
antenna patterns in azimuth and elevation. For simplicity, the
elements of the transmission matrix T [which describes the ef-
fects of precipitation along the propagation path and is given
by Eq. (8.53) in Doviak and Zrnić (1993)] are merged into the
elements of the backscattering matrix. In such a model, ele-
ments on the main diagonal of the backscattering matrix are

shh(m) 5∑
n
shh(n)exp[2j2krn(m)]exp(2jfDP),

svv(m) 5∑
n
svv(n)exp[2j2krn(m)],

(1)

wherem stands for themth transmission and the sums are across
n scatterers in a subvolume. Also, k is the wavenumber and rn(m)
is the distance of each scatterer at the time ofmth transmission.

Under these assumptions, the differential echo voltages
produced by the returns from scatterers contained in a subvo-
lume located at a given azimuth, elevation, and range illumi-
nated by mth transmission are represented [by expanding on
the rationale exemplified by Eq. (3) in Zrnić et al. (2010)] as

dVh(m)
dVv(m)

[ ]
� CRHFRT

t
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[ ]
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[ ]
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[ ]
, (2)

where superscript “t” indicates the transposed matrix. In (2),
elements of the intended excitation vector e are

STSR : Ah(m) 5 Av(m) 5 1,

ATSR : Ah(m) 5 1 1 (21)m
2

and Av(m) 5 1 1 (21)m11

2

,

(3)

while ah(m) and ah(m) denote the phase shifts imposed on
transmission in H and V to implement the pulse-to-pulse
phase coding. The quantities eh and ev are complex numbers
that describe the effects caused by variations of the array im-
pedances as a function of scanning angle, which result in the
actual excitations of H and V ports of unequal magnitude and
phase. Symbols FT and FR denote the antenna pattern matri-
ces on transmit and receive, respectively. The elements of FT

and FR (i.e., Fc
lp, where l can be either “t” or “r,” p is either

“h” or “v,” and c is either “co” or “x”) are one-way electric
field patterns that are complex functions of the boresight
direction u0, f0 (Fig. 1). This dependency is imposed by the
array factor (i.e., a directional two-dimensional function that
weights the pattern shapes of individual radiators via control-
ling the relative phases and amplitudes of the radio waves
emitted by the antenna elements in the array), the variable ar-
ray impedances, the pattern shapes of individual radiators as
well as mutual coupling among them. Note that this depen-
dency does not exist in parabolic reflector antennas. Symbols
Fco
th and Fco

rh denote the copolar patterns (i.e., polarization con-
comitant with Ef in Fig. 1) in H on transmit and receive, re-
spectively. Similar definitions apply to Fx

th and Fx
rh for the

cross-polar patterns (i.e., polarization concomitant with Eu in
Fig. 1) in H. Analogously, Fco

tv , F
co
rv , F

x
tv, and Fx

rv denote the co-
(i.e., polarization concomitant with Eu in Fig. 1) and cross-

FIG. 1. A spherical coordinate system used to plot radiation pat-
terns. The coordinate system shown in black is tied to the ground
and the one in red is tied to the antenna.
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polar patterns (i.e., polarization concomitant with Ef in Fig. 1) in
V. These patterns are the result of the array passive components
(e.g., patch elements) organized in a two-dimensional lat-
tice to form an antenna. As such, these account for the radi-
ator effects as well as the mutual couplings among them.
Elements of matrices TH and RH are complex numbers that
describe the mismatches and parasitic couplings between
and among the active and passive antenna hardware on
transmit and receive in the antenna backplane (e.g., T/R
elements and cabling), respectively. Elements of RH may
also account for the attenuations and phase shifts in the H
and V receiver paths. For simplicity, a high enough signal-
to-noise ratio (SNR) is assumed so that the effects of noise
can be neglected. Finally, C is a scalar factor that contains de-
pendence on resolution volume range location, and system
parameters.

Note that the FT, TH, and Ehv, as well as FR and RH, can be
merged to produce

TS 5 FTTHEhv 5
Tco
h Tx

v
Tx
h Tco

v

[ ]
,

RS 5 RHFR 5
Rco

h Rx
h

Rx
v Rco

v

[ ]
: (4)

Matrices TS and RS represent the “cumulative” patterns
that describe the cross coupling (via elements off the main
diagonal) through both the antenna cross-polar patterns
and hardware, as well as the excitation and the receive
path effects. The matrix TA accounts for the effects of an-
tenna tilt relative to the ground (appendix). Thus, the pat-
terns that include the effects of the antenna tilt can be
obtained as
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[ ]
:

(5)

From (5), it is obvious that the antenna tilt changes the
apparent antenna patterns (i.e., the antenna patterns in the
spherical coordinate system tied to the ground). Clearly,
the cross-polar patterns are more affected by the tilt than
the copolar ones. This is because the copolar pattern levels
are significantly larger than those of the cross-polar pat-
terns. Consequently, the addition of the small portion of a
copolar pattern [weighted by the off-diagonal elements of

the tilt matrix as shown in (5)] to the cross-polar one affects
the latter significantly but not vice versa. In particular, the
pattern powers at each f and u are (note that the elements
of the tilt matrix are real numbers while the elements of the
TS and RS matrices are complex numbers)

|Cco
th (f,u)|2 � |TA

11C
co
h (fA,uA)|2 + |TA

12C
x
h(fA,uA)|2

1 2|TA
11C

co
h (fA, uA)TA

12C
x
h(fA, uA)|

3 cos[angle{TA
11C

co
h (fA, uA)}

2 angle{TA
12C

x
h(fA, uA)}],

|Cx
th(f,u)|2 � |TA

21C
co
h (fA,uA)|2 + |TA

22C
x
h(fA,uA)|2

1 2|TA
21C

co
h (fA, uA)TA

22C
x
h(fA, uA)|

3 cos[angle{TA
21C

co
h (fA, uA)}

2 angle{TA
22C

x
h(fA, uA)}],

|Cco
tv (f,u)|2 � |TA

21C
x
v(fA,uA)|2 + |TA

22C
co
v (fA,uA)|2

1 2|TA
21C

x
v(fA, uA)TA

22C
co
v (fA, uA)|

3 cos[angle{TA
21C

x
v(fA, uA)}

2 angle{TA
22C

co
v (fA, uA)}],

|Cx
tv(f,u)|2 � |TA

11C
x
v(fA,uA)|2 + |TA

12C
co
v (fA,uA)|2

1 2|TA
11C

x
v(fA, uA)TA

12C
co
v (fA, uA)|

3 cos[angle{TA
11C

x
v(fA, uA)}

2 angle{TA
12C

co
v (fA, uA)}], (6)

where C can be either T or R. The expressions in (6) illustrate
that if the cosine of the phase differences in (6) is negative,
the last term reduces the sum and vice versa. Thus, the change
in copolar and cross-polar pattern powers is dependent on the
phase difference between these patterns. Therefore, tilting an
array can decrease or increase the powers of the apparent
cross-polar and copolar patterns as well as their ratios. The
expression in (2) now reduces to

dVh(m)
dVv(m)

[ ]
5 C RTSSTTSe

5 C
Rco

th Rx
th

Rx
tv Rco

tv

[ ]
shh(m) 0

0 svv(m)
[ ]

3
Tco
th Tx

tv
Tx
th Tco

tv

[ ]
Ah(m)ejah(m)

Av(m)ejav(m)

[ ]
?

(7)

As the beam is electronically steered at u0, f0 (where 908 2 u0
is elevation and f0 is azimuth) and M pulses are transmitted
in that direction, the total received voltage for themth sample
is an integration over u and f (Fig. 1):

I V I Ć 591MAY 2023

Brought to you by U.S. Department Of Commerce, Boulder Labs Library | Unauthenticated | Downloaded 05/22/23 01:37 PM UTC



Vh(m) �
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[ ]
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}
dV, (8)

where dV ; sin(u)dudf (integration along range is omitted as
it has no bearing on the results. Then, the polarimetric varia-
bles can be computed in the STSR mode as

ẐDR 5 10log10
Ŝh

Ŝv

( )
,

|r̂hv(0)| 5
|R̂hv(0)|�������
ŜhŜv

√ ,

f̂DP 5 arg[R̂hv(0)], (9)

where Ŝh and Ŝv are the signal power estimates in the H and
V channels, and R̂hv(0) is the cross-correlation estimate.
These are computed from the corrected samples as

Ŝh 5
1
M

∑
M21

m50
|cVh(m)|2,

Ŝv 5
1
M

∑
M21

m50
|cVv(m)|2,

R̂hv(0) 5
1
M

∑
M21

m50
cV∗

h(m)cVv(m), (10)

where

cVh(m) 5 Vh(m)exp[2jah(m)],
cVv(m) 5 Vv(m)exp[2jav(m)] ? (11)

The ensemble averages of estimates in (8) are given by Eq. (5)
in Ivić (2022).

The estimates in (9) are plagued by two types of biases, the
copolar and cross-coupling biases. The former are defined as

BIASCO ẐDR 5 10log10

�
V

|Tco
h Rco

h |2dV�
V

|Tco
v Rco

v |2dV

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠,

BIASCO f̂DP 5 arg
�
V

(Tco
h Rco

h )*Tco
v Rco

v dV
[ ]

, (12)

while the latter are

BIASX ẐDR 5 hẐDRi 2 BIASCO ẐDR 2 ZDR,

BIASX |r̂hv(0)| 5 h|r̂hv(0)|i 2 |rhv |,
BIASX f̂DP 5 hf̂DPi 2 BIASCO f̂DP 2 fDP, (13)

where h?i denotes ensemble average. The copolar biases can
be corrected in the signal processing stage if the copolar pat-
terns are characterized with sufficient accuracy at and around
main beam peaks. Regarding the cross-coupling biases, these
can be mitigated using the previously described methods (e.g.,
the pulse-to-pulse phase coding). The simplest phase shift
code [08, 1808], can be applied in an alternate manner (i.e., the
successive train of phase shifts) or a block fashion (e.g., the
first half of the pulses is not coded and the phase is shifted by
1808 for the rest of the pulses). Then, summing the instanta-
neous power and cross-correlation estimates (that are computed
from single transmission returns) to compute the second-order
quantities, as in (10), effectively removes a portion of the cross-
polar signals and reduces the cross-coupling effects. An effect of
the alternate phase code application is that the part of the cross-
coupled signal (that is not removed via averaging instantaneous
estimates) appears shifted relative to the copolar signal in the
spectral domain (Ivić 2018a). This is conducive to additional
cross-coupling bias suppression via filtering of the shifted cross-
polar signals in the spectral domain (when the shifted cross-polar
and copolar signals are sufficiently separated in spectra). Addi-
tional difficulty poses the presence of ground clutter (GC) be-
cause the portion of the GC cross-polar signal appears at the
edges of the spectra which may complicate its removal. This sug-
gests that the application of phase codes in the block fashion is
more appropriate at lower elevations where the presence of GC
is more frequent. This is because it prevents the appearance of
GC signal at the spectrum edges. This approach, however, pre-
vents the filtering of the cross-coupled signal which particularly
mitigates the |r̂hv(0)| bias (Ivić 2022).

In general, the effectiveness of cross-coupling mitigation
methods is inversely proportional to the power levels of cross-
polar patterns (relative to the power of copolar patterns).
This means that if the ratio of cross-polar to copolar pattern
powers is too high, the cross-coupling mitigation results in in-
sufficient bias reduction. In such a case, an option is the use of
full correction matrices that require precise knowledge of
both the antenna copolar and cross-polar patterns (at and
around beam peaks) as already discussed. If full correction is
used, analysis in Ivić (2018b) suggests that it should be com-
bined with the pulse-to-pulse phase coding because such
an approach reduces the correction sensitivity to cross-polar
pattern measurement errors. It should be noted that the full
correction method presented in Ivić (2018b) operates on second-
order quantities which makes it compatible with the pulse-to-
pulse phase coding. This is unlike the corrections proposed in
Pang et al. (2016) and Fulton and Chappell (2010) which operate
on time series. Further, it is logical to assume that the cross-polar
pattern characterization relative errors are larger when the mea-
sured values are small (e.g., at and around the principal planes),
but errors are likely smaller if the measured values are larger
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(e.g., at steering angles farther away from the principal planes).
This implies that the use of pulse-to-pulse phase coding is prefer-
able to full matrix correction when possible. This presents a
motivation to devise approaches that increase the number of
electronic steering angles where the cross coupling can be suc-
cessfully mitigated using methods that do not require the
knowledge of cross-polar patterns. In this respect, slight an-
tenna tilt has the potential to either increase or decrease the
number of steering angles where cross-coupling bias mitigation
is satisfactory. This is because the antenna tilt changes the ap-
parent antenna patterns, which in turn affects the polarimetric
performance. For this reason, it is important to evaluate the
polarimetric performance of the tilted antenna, using copolar
and cross-polar patterns, to determine which tilt (if any) re-
sults in positive effects. In the next section, an example of this
evaluation is presented using patterns of a real radar measured
in the anechoic chamber.

3. Antenna tilt effects

The effects of the antenna tilt are examined using the
measured antenna patterns of the Advanced Technology
Demonstrator (ATD). It is a full-size, S-band, planar, proof-
of-concept PPAR at the National Weather Radar Testbed
(NWRT) in Norman, Oklahoma (https://nssl.noaa.gov/tools/
radar/atd/), which functions as a testbed for assessing the
PPAR technology for weather observations. The antenna
consists of 4864 T/R elements organized in 76 panels with
83 8 radiating elements each. On receive, an overlapped sub-
array (consisting of 8 panels each) approach is employed. It is
used to suppress grating lobes outside of the main beam of
the subarray pattern (Herd et al. 2005). Also, the subarray
outputs are weighted to reduce the receive pattern sidelobes
(which also produces a wider main lobe of the receive pattern
compared to the transmit pattern). This results in two-way co-
polar patterns’ beamwidths at the broadside of ;1.68. The
size of the antenna is 4 m 3 4 m. A movement in azimuth and
elevation is possible because the antenna is on a pedestal at-
tached to a rotator platform.

The far-field ATD antenna transmit and receive copolar
and cross-polar patterns were measured by the MIT LL and
NSSL in the near-field chamber (Conway et al. 2018; Kowalski
et al. 2019) prior to installation in Norman. The measurements
captured the effects of all passive and active components pre-
sent at the time of measurement as well as mutual coupling
among radiating elements. This also includes measurement in-
strumentation, which was an open-waveguide probe. Conse-
quently, the probe patterns (provided by the manufacturer)
were used for correction during the signal processing stage
when the raw measurements were projected into the far-field
to create antenna patterns.

The peak power and phase values of all measured patterns
(smoothed to reduce the measurement noise) are shown in
Figs. 2 and 3. As expected, these indicate that, relative to the
corresponding copolar pattern peak powers, the cross-polar
pattern peak powers (Figs. 2c,d,g,h) are the smallest in the vi-
cinity of principal planes. Further, the cross-polar patterns on
receive exhibit larger power levels than those on transmit.

The differences in coupling through active hardware compo-
nents [described by TH and RH in (2)] on transmit and receive
(e.g., T/R elements) is likely the source of this effect and in
this particular case indicate that the cross coupling in the re-
ceive hardware path is larger than in the transmit one (likely
caused by the H–V “crossover” switch designed into the
ATD’s T/R module receive path). Further, it is worth noting
that the “nonreciprocal” behavior of the transmit and receive
pattern peak powers (Fig. 2) is caused by the scan impedance
effects on the active T/R module electronics. The phases on
transmit (Figs. 3c,d), and receive (Figs. 3g,h) are given relative
to the corresponding copolar patterns in H to better exem-
plify the phase differences, because these affect the cross-
coupling biases as indicated in Ivić (2022). An interesting
observation is that an approximate variation of cross-polar
pattern phases on transmit and receive agrees with that in
Bhardwaj and Rahmat-Samii (2014). Given that the majority
of radiators, located farther away from the array edges (i.e.,
the elements located at the array boundaries experience edge
effects), in the array behave similarly, the results in Figs. 2
and 3 may be viewed as patterns of a single element located
at or in the vicinity of the large array center when only that el-
ement is excited and all other elements are terminated with a
specified impedance (i.e., embedded element patterns). This
is because the extraction of antenna pattern peak values effec-
tively samples summed copolar and cross-polar patterns of all
elements in the array (all of which are similar as previously
noted) at a measured steering angle.

The ATD antenna patterns, at desired beam-steering an-
gles, are simulated/calculated using the measurement results
shown in Figs. 2 and 3, whereby the embedded element pat-
terns are combined with a theoretical array factor (i.e., a di-
rectional two-dimensional function that weights the pattern
shapes of individual radiators via controlling the relative
phases and amplitudes of the microwaves emitted by the an-
tenna elements in the array).This results in the generation of
ATD antenna patterns at beam-steering locations not mea-
sured in the near-field chamber. Such an approach captures
the differences in copolar gain between H and V (as a func-
tion of beam-steering angle) channels as well as the cross-
coupling effects. However, it does not capture the imperfect
beamforming effects such as differences in the main lobe
shape between H and V patterns as well as any departures
from the theoretical sidelobe levels. But, because the cross-
coupling effects on the polarimetric variable estimates, as a
result of antenna tilt, are of primary concern here, the so ob-
tained patterns are appropriate for the following evaluation.

Next, the apparent embedded element patterns, relative to
the ground, are recomputed for the antenna 58 tilt using the
developments in the appendix. The results are presented in
Fig. 4. These exemplify the changes in the apparent embed-
ded element patterns as a result of the antenna tilt. As ex-
pected, a visual comparison between Fig. 2 and Fig. 4
corroborates that the most significant changes occur to the ap-
parent cross-polar embedded element patterns. In this partic-
ular case, the areas of low cross-pol (shown in shades of blue)
shift upward at and in the vicinity of the vertical principal
plane but curve downward away from zero azimuth. This is
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FIG. 2. Peak powers of ATD antenna far-field patterns. Copolar transmit pattern peak powers in (a) H
and (b) V. Cross-polar transmit pattern peak powers in (c) H and (d) V. Copolar receive pattern peak
powers in (e) H and (f) V. Cross-polar receive pattern peak powers in (g) H and (h) V. On transmit and
receive, all power levels are given relative to the maximum power in V. The prefix “p,” before antenna
pattern designation, denotes beam peak.
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FIG. 3. Peak phases of ATD antenna far-field patterns presented relative to phases of H copolar pat-
terns. Copolar transmit pattern peak phases in (a) H and (b) V. Cross-polar transmit pattern peak phases
in (c) H and (d) V. Copolar receive pattern peak phases in (e) H and (f) V. Cross-polar receive pattern
peak phases in (g) H and (h) V. The prefix “p,” before antenna pattern designation, denotes beam peak.
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FIG. 4. Peak powers of ATD antenna far-field patterns for the 58 tilt. Copolar transmit pattern peak
powers in (a) H and (b) V. Cross-polar transmit pattern peak powers in (c) H and (d) V. Copolar receive
pattern peak powers in (e) H and (f) V. Cross-polar receive pattern peak powers in (g) H and (h) V. On
transmit and receive, all power levels are given relative to the maximum power in V. The prefix “p,”
before antenna pattern designation, denotes beam peak.
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because the tilt matrix off-diagonal elements are zero along
the vertical principal plane but increase gradually at azimuths
away from zero (as shown in Fig. A1). The result is that the
change in apparent cross-polar patterns is more pronounced
at the latter azimuths. Clearly, such rearrangements affect the
ensuing copolar and cross-coupling biases in the estimates of
polarimetric variables.

The differences between copolar biases in hẐDRi, and
hf̂DPi when the antenna is not tilted and when it is tilted by
58 are in Fig. 5 for a range of beam-steering angles of interest.
Note that the |r̂hv(0)| biases are omitted as these are not af-
fected by the change in copolar patterns. The results indicate
significant differences that exceed the desirable bias limits.
These imply that the copolar biases characterized for the an-
tenna perpendicular to the ground need correction if the an-
tenna is tilted. Such correction may be conducted using (5)
but requires the knowledge of cross-polar beams for full cor-
rection. Alternatively, the correction using (5) may be con-
ducted by neglecting the effects of cross-polar beams (i.e., by
setting the values of Tx

h, T
x
v , R

x
h, and Rx

v to zero). The logic be-
hind this is that the changes in the tilted antenna copolar pat-
terns are affected mostly by the product of the known
tilt matrix and the copolar pattern values in Ts and Rs (4)

(because the elements on the main diagonal of Ts and Rs are
significantly larger than the off-diagonal ones as shown in the
appendix).In this particular case, this results in the hẐDRi,
and hf̂DPi bias correction value errors that are within 60.04
dB, and 60.68, respectively (Fig. 6). The other approach is to
characterize the copolar biases when the antenna is in the tilt
position intended for operational use. The comparison be-
tween cross-coupling biases is conducted for the PCSTSR
mode, using analytical expressions given in Ivić (2022). The
results for the worst-case biases (Ivić 2022) are presented in
Fig. 7 for ZDR 5 1 dB, and |rhv| 5 0.98. These indicate a visi-
ble change in the biases of polarimetric variable biases. In this
particular case, the result is an increase in the cross-coupling
biases at lower elevations and the apparent shift of the lower
bias areas (particularly in |r̂hv(0)|, and hf̂DPi biases) to the up-
per elevations due to the antenna tilt. This is a consequence
of the cross-polar pattern reshaping as shown in Fig. 4 and
suggests that a choice of an appropriate antenna tilt may allow
for optimization of the polarimetric performance. For the
case shown, result in the left column of Fig. 7 suggests that a
tilt less than 58 is more appropriate for cross-polar bias mitiga-
tion. Also, it implies that the antenna tilt of 108 to 158, typically
used for PAR air-surveillance radars, would not be appropriate

FIG. 5. Differences between copolar biases when the antenna is not tilted and when it is tilted by 58 for (a) hẐDRi and
(b) hf̂DPi.

FIG. 6. Errors in the (a) hẐDRi and (b) hf̂DPi copolar bias correction as a result of setting the cross-polar values to zero
in the case of 58 tilt.
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for weather PPAR because it would cause poor polarimetric
performance at lower tilts. In that regard, the cross-coupling
biases are shown in Fig. 8 for the 28 tilt. These reveal an in-
crease in the area of acceptable cross-coupling biases at higher
elevations and only a small increase in the |r̂hv(0)| biases at low
elevations (e.g., the lower-right corner in Fig. 8b). In particular,
the area of acceptable cross-coupling biases increases from
95.7%, 49.9%, and 70.2% to 99.8%, 69.7%, and 83% for
hẐDRi, |r̂hv(0)|, and hf̂DPi, respectively. This constitutes a small
increase of 4.1%, in the case of hẐDRi, but a more significant in-
crease of 19.8%, and 12.8% for |r̂hv(0)|, and hf̂DPi. In addition,

differences between the maximum cross-coupling biases when
the antenna is perpendicular to the ground and tilted by 28 is
also shown in Fig. 8. These are computed as

MAX: BIASXY DIFF: 5 |MAX: BIASXY(08 tilt)|
2 |MAX: BIASXY(28 tilt)|, (14)

where Y is ẐDR, |r̂hv(0)|, or f̂DP. Visual examination of the
differences indicates a general reduction of the cross-coupling
biases which has the potential to yield following benefits. The
first arises from the fact that the copolar bias corrections are

FIG. 7. Cross-coupling biases (left) when the antenna is not tilted and (right) when it is tilted by 58 for (a),(b) hẐDRi,
(c),(d) |r̂hv(0)|, and (e),(f) hf̂DPi.
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inevitably imperfect, due to copolar pattern measurement
errors, leading to residual biases which sum with the cross-
coupling biases. This summation can be either constructive (if
signs of the copolar and cross-coupling biases are the same)
or destructive (if signs of the copolar and cross-coupling
biases are opposite) resulting in the overall estimation biases.
Generally, though, it is logical to assume that as the cross-
coupling biases decrease so do the overall estimation biases.
Next, a reduction in the cross-coupling biases can potentially
improve the efficacy of the cross-coupled signal filtering (Ivić
2022). This implies that the cross-polar performance of a

planar PPAR, in this particular case, can be enhanced via a
small antenna tilt.

4. Summary and conclusions

In this paper, a description of the antenna tilt effects in
PPAR is presented. The main impetus behind the investiga-
tion presented herein is to assess whether operating planar
PPAR with the array face tilted relative to the ground can re-
sult in tangible benefits that improve the accuracy of the radar
products. In that regard, a mathematical framework to

FIG. 8. Cross-coupling biases when the antenna is tilted by 28 for (a) hẐDRi, (c) |r̂hv(0)|, and (d) hf̂DPi, as well as the
cross-coupling bias differences between 08 and 28 tilts for (b) hẐDRi, (d) |r̂hv(0)|, and (f) hf̂DPi.
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compute the apparent copolar and cross-polar antenna pat-
terns relative to the ground (i.e., the antenna patterns in the
spherical coordinate system tied to the ground) from the pat-
terns valid when the array is not tilted is developed. To this
end, a tilt matrix is derived. It is used to convert radiation pat-
terns from the antenna relative to ground locked coordinate
system and vice versa. It is indicated via analytical expressions
that the ratio of apparent cross-polar and copolar antenna can
either decrease or increase as a result of a particular tilt. Con-
sequently, PPAR antenna tilt can have a positive or negative
effect on the overall polarimetric performance whereby such
effect is particular to each radar and a chosen antenna tilt.
For this reason, it is important to evaluate the antenna tilt
effects on an individual radar basis if a PPAR radar antenna
in a tilted configuration is to be used operationally. Generally,
a chosen antenna tilt will have positive effect if it optimizes
the number of electronic steering angles for which the biases
of the polarimetric variable estimates are within acceptable
limits. As an example, such evaluation is presented in this
work using the antenna patterns derived from near-field
measurements of the Advanced Technology Demonstrator
(ATD) planar PPAR described in the main text.

It is exposed herein that reshaping of the ATD apparent
patterns causes an appreciable change of copolar biases in the
estimates of differential reflectivity and differential phase.
Consequently, if the corrections for these biases are derived
for the case when the array is perpendicular to the ground,
these need to be recomputed (which can be done using the
framework developed herein). Another option is to character-
ize the antenna beams when the array is in the tilted position
intended for operational use. Further, a significant change in
the cross-polar patterns, as a result of the tilt, is demonstrated.
Investigation reveals that, in the case shown, the areas of
lower cross-polar pattern levels (relative to the corresponding
copolar patterns) shift toward the upper elevations if the tilt is
positive. This reduces cross-coupling biases at these elevations
but also may cause unacceptably high degradation of polarimet-
ric variable estimate accuracies, at low elevation steering angles,
if the tilt is excessive. In that regard, it is implied that the an-
tenna tilt of 108–158, typically used for PAR air-surveillance
radars, would not be appropriate for weather PPAR because it
would cause poor polarimetric performance at lower tilts. Thus,
it is important to choose the optimal antenna tilt based on the
mission objectives. For the case shown, it is found that the small
tilt of 28 has beneficial effects on the accuracies of polarimetric
variable estimates at upper elevations while maintaining the
cross-coupling biases at low elevations within acceptable levels.
Such tilt is optimal if one antenna tilt position is used for elec-
tronically scanning all positions of interest (i.e.,6458 in azimuth
and 08–208 in elevation). Another approach would be to use
several discrete tilts whereby each tilt would be used to scan a
specific section where polarimetric variable biases are within
acceptable limits. This would improve data quality but slightly
increase the scan times. To avoid the latter, it may be more ad-
vantageous to continuously move the antenna in elevation while
scanning. In such a case, electronic steering that is based on the
current mechanical antenna position can be used to compensate
for antenna motion to maintain beam-pointing accuracy as well

as to avoid beam smearing. Apart from improving the polarimet-
ric performance, section scanning using variable antenna eleva-
tions may also have beneficial effects in terms of beamwidth as it
would reduce the departure of scanning directions from the prin-
cipal planes. Finally, it should be noted that there are cases when
a radar needs to scan at negative elevations (e.g., at mountainous
sites). In such a case, a negative antenna tilt may be beneficial.
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APPENDIX

Derivation of the Tilt Matrix

To analyze the effects of the antenna tilt, note that each
location f, u, r in spherical coordinates can be expressed in
the cartesian system as

x 5 r sinu cosf,

y 5 r sinu sinf,

z 5 r cosu ? (A1)

If the antenna is tilted by ut, each location with coordinates
(x, y, z) in the Cartesian coordinate system tied to the
ground has the corresponding location (xA, yA, zA) in the
Cartesian system tied to the antenna. Given f, u, r, the lo-
cation (xA, yA, zA) can be found using the counterclockwise
rotation matrix as

xA
yA
zA

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦ 5

cosut 0 sinut
0 1 0

2sinut 0 cosut

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
x
y
z

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

5

r sinu cosf cosut 1 r cosu sinut
r sinu sinf

2r sinu cosf sinut 1 r cosu cosut

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦ ? (A2)

Then, each location f, u in spherical coordinates tied to the
ground has the corresponding location fA, uA in spherical
coordinates tied to the antenna as

fA 5 arctan
yA
xA

( )

5 arctan
sinu sinf

sinu cosf cosut 1 cosu sinut

( )
,

uA 5 arccos
zA��������������������

x2A 1 y2A 1 z2A

√( )

5 arccos(2sinu cosf sinut 1 cosu cosut): (A3)
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Thus, if desired scan angle is at f0, u0 (in the spherical co-
ordinates tied to the ground) the commanded location to
which the tilted array must steer the beam, to point at f0,
u0, is found using (A3). Following the same rationale, each
location fA, uA in spherical coordinates tied to the antenna
has the corresponding location f, u in spherical coordinates
tied to the ground as

f 5 arctan
sinuAsinfA

sinuAcosfAcosut 2 cosuAsinut

( )
,

u 5 arccos(sinuAcosfAsinut 1 cosuAcosut) ? (A4)

The antenna tilt also changes the resultant co- and cross-
polar patterns relative to the ground. This can be described
by first noting that at each f, u pattern location the field
vectors can be converted from spherical into a Cartesian co-
ordinate system and vice versa as

Ex(x, y, z)
Ey(x, y, z)
Ez(x, y, z)

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦ 5

2sinf cosu cosf

cosf cosu sinf

0 2sinu

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
Ef(f, u)
Eu(f, u)

[ ]
,

Ef(f, u)
Eu(f, u)

[ ]
5

2sinf cosf 0

cosu cosf cosu sinf 2sinu

[ ] Ex(x, y, z)
Ey(x, y, z)
Ez(x, y, z)

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦ ?

(A5)

Then, to get the field vectors in the ground Cartesian coor-
dinates from the antenna Cartesian coordinates, the rota-
tion by 2ut is applied as

Ex(x, y, z)
Ey(x, y, z)
Ez(x, y, z)

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦ 5

cosut 0 2sinut
0 1 0

sinut 0 cosut

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
EA
x (xA, yA, zA)

EA
y (xA, yA, zA)

EA
z (xA, yA, zA)

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦, (A6)

where the vectors on the right and left represent the fields in
the antenna and ground-tied coordinates. Using (A5) and (A6),
the same can be obtained for the spherical coordinates as

Ef(f, u)
Eu(f, u)

[ ]
5

2sinf cosf 0
cosu cosf cosu sinf 2sinu

[ ]

3

cosut 0 2sinut
0 1 0

sinut 0 cosut

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

3

2sinfA cosuAcosfA
cosfA cosuAsinfA

0 2sinuA

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦ EA

f (fA, uA)
EA
u (fA, uA)

[ ]
?

(A7)

The expression (A.7) can be reduced to yield the tilt matrix
TA as

Ef(f, u)
Eu(f, u)

[ ]
5

TA
11 TA

12
TA
21 TA

22

[ ]
EA
f (fA, uA)

EA
u (fA, uA)

[ ]
, (A8)

FIG. A1. Values of the tilt matrix elements for 58 tilt. (a) TA
11, (b) T

A
12, (c) T

A
21, and (d) TA

22.
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where

TA
11 5 sinf sinfAcosut 1 cosf cosfA,

TA
12 5 cosf cosuAsinfA 2 sinf(cosuAcosfAcosut 1 sinuAsinut),

TA
21 5 cosu sinf cosfA 1 sinfA(sinu sinut 2 cosu cosf cosut),

TA
22 5 cosu cosf(cosuAcosfAcosut 1 sinuAsinut)

1 cosu sinf cosuAsinfA 2 sinu(cosuAcosfAsinut

2 sinuAcosut) ? (A9)

Visual representation of the tilt matrix elements is given in
Fig. A1 for 58 tilt. It indicates that the elements on the
main diagonal are close to one in the vicinity of the vertical
principal plane but gradually decrease at azimuths away
from zero. The elements on the off-diagonal, however, are
close to zero in the vicinity of the vertical principal plane
but gradually increase at azimuths away from zero. This
suggests that the apparent antenna patterns increasingly de-
part from the original ones as beams are steered away from
08 azimuth. This effect is significantly more pronounced in
the case of cross-polar patterns. This is because the addition
of the small portion of a large copolar pattern [weighted by
the off-diagonal elements of the tilt matrix as shown in (5)]
to the significantly smaller cross-polar one affects the latter
pattern considerably but not vice versa.
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